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Introduction

Grey Wolf Optimizer (GWO) was proposed by Seyedali Mirjalili et al. in 2014 [1].

This method is highly cited and recognized.

It is a nature-inspired swarm metaheuristic optimization algorithm.

It is inspired by grey wolves, also called Canis lupus.

It uses two main aspects of grey wolves’ lives:
▶ Hierarchy of grey wolves: α, β, δ, and ω wolves
▶ Hunting strategy:

⋆ Searching for the prey
⋆ Encircling the prey
⋆ Attacking the prey

Credit of image: https://www.nwf.org/Educational-Resources/Wildlife-Guide/Mammals/Gray-Wolf
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Hierarchy of grey wolves

Grey wolves live in groups (packs) of 5 to 12.

They are members of a social hierarchy:
▶ α wolves: leaders, the most dominant, they only are allowed to mate, not

necessarily the strongest but the best managers
▶ β wolves: submit to α wolves, help α wolves in decision-making
▶ δ wolves: submit to α and β wolves, involving these roles:

⋆ scouts: watching the boundaries of the territory
⋆ sentinels: protecting and and guaranteeing the safety of the group
⋆ elders: experiences wolves which used to be α or β wolves
⋆ hunters: helping α and β wolves in hunting
⋆ caretakers: taking care of the weak, sick, and wounded wolves in the group

▶ ω wolves: submit to all wolves, last wolves allowed to eat, sometimes they babysit

Credit of image: [1]
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Hierarchy of grey wolves in GWO

In the GWO algorithm, we consider the three best candidate solutions found so far as α,
β, and δ wolves, respectively:

▶ α wolf: the best candidate solution found so far
▶ β wolf: the second best candidate solution found so far
▶ δ wolf: the third best candidate solution found so far

The rest of the candidate solutions are ω wolves.
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Hunting strategy of grey wolves

The hunting strategy of grey wolves involves three steps [2]:
▶ Searching for the prey (chasing, approaching, and tracking prey) - Fig. A
▶ Encircling the prey (pursuing, harassing, and encircling) - Figs. B to D
▶ Attacking the prey (stationary situation and attack) - Fig. E

Credit of image: [2]
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Hunting strategy of grey wolves in GWO

The grey wolves encircle around the prey. We model it mathematically as the following
figures in 2D and 3D:

Credit of image: [1]
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Hunting strategy of grey wolves in GWO

The grey wolves encircle around the prey. We model it mathematically as:

Rd ∋ x (t+1) := x (t) − (a ⊙ d ), (1)

Rd ∋ d := |(c ⊙ xp)− x (t)|, (2)

[−b, b] = [−2, 2]d ∋ a := 2(b ⊙ r1)− b, (3)

[−2, 2]d ∋ c := 2r2, (4)

where d is the dimensionality of the optimization variable, t is the iteration index, xp is
the position of the prey, ⊙ denotes the Hadamard (element-wise) product, |.| is the
absolute value, r1, r2 ∈ [0, 1]d are uniform random vectors with elements between zero
and one, and b is a vector whose elements are initially 2 but gradually decrease to 0 by
the iterations of the algorithm.

As r1 ∈ [0, 1]d and b ∈ [0, 2]d , the range of a is a ∈ [−b, b] = [−2, 2]d .
As r2 ∈ [0, 1]d , the range of c is c ∈ [−2, 2]d .
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Hunting strategy of grey wolves in GWO
We had:

Rd ∋ x (t+1) := x (t) − (a ⊙ d ), Rd ∋ d := |(c ⊙ xp)− x (t)|,

[−b, b] = [−2, 2]d ∋ a := 2(b ⊙ r1)− b, [−2, 2]d ∋ c := 2r2.

These formulas model all the possibility of a hyper-cube around the prey.
For example, in 2D, if we have a = [1, 0]⊤ and c = [1, 1]⊤, we have:

c = [1, 1]⊤ =⇒ d = |xp − x (t)| =
[
xp,1 − x

(t)
1

xp,2 − x
(t)
2

]
.

a = [1, 0]⊤ =⇒ x (t+1) =

[
x
(t)
1

x
(t)
2

]
−

[
xp,1 − x

(t)
1

0

]
=

[
2x

(t)
1 − xp,1

x
(t)
2

]
.
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Hunting strategy of grey wolves in GWO

In reality, hunting is mainly performed by the α, β, and δ wolves.

At every iteration, we consider the positions of the α, β, and δ candidate solutions as the
candidate preys. So, we use the above-mentioned formulas three times:

x (t+1)
1 := x (t)

α − (a1 ⊙ dα), x (t+1)
2 := x (t)

β − (a2 ⊙ dβ), x (t+1)
3 := x (t)

δ − (a3 ⊙ dδ),

dα := |(c1 ⊙ xα)− x (t)|, dβ := |(c2 ⊙ xβ)− x (t)|, dδ := |(c3 ⊙ xδ)− x (t)|,

where xα, xβ , and xδ are the positions of the α, β, and δ candidate solutions (three best

solutions found so far), and x (t) is the current position of a candidate solution (one of the
wolves).

For every candidate solution (wolf), the update candidate solution is the average of these
three updates, because we assume that the α, β, and δ wolves are encircling around the
prey:

x (t+1) :=
x (t+1)
1 + x (t+1)

2 + x (t+1)
3

3
. (5)
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Hunting strategy of grey wolves in GWO
We had:

x (t+1)
1 := x (t)

α − (a1 ⊙ dα), x (t+1)
2 := x (t)

β − (a2 ⊙ dβ), x (t+1)
3 := x (t)

δ − (a3 ⊙ dδ),

dα := |(c1 ⊙ xα)− x (t)|, dβ := |(c2 ⊙ xβ)− x (t)|, dδ := |(c3 ⊙ xδ)− x (t)|,

x (t+1) :=
x (t+1)
1 + x (t+1)

2 + x (t+1)
3

3
.
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Exploration and Exploitation in GWO
We had:

Rd ∋ x (t+1) := x (t) − (a ⊙ d ).

Recall the range of a ∈ [−b, b] = [−2, 2]d .
If a ∈ [−1, 1]d , the candidate solution is moved toward inside the hypercube, i.e., toward
the prey.

If a ∈ [−2,−1]d or a ∈ [1, 2]d , the candidate solution is moved toward outside the
hypercube, i.e., away from the prey.

Initially, a ≈ {−2, 2}d , so it moves away from the prey to explore more.

Later, a is decreases and when it becomes |a| ∈ [1, 2]d , it moves toward the prey to
exploit more.
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GWO Algorithm

Algorithm GWO

Initialize the candidate solutions (wolves) {x i}ni=1
Initialize the a, b, and c values
while not terminated do

Calculate the cost values at the candidate solutions
xα, xβ , xδ ← the three best solutions so far
for each candidate solution x i do

Calculate x (t+1)
1 , x (t+1)

2 , x (t+1)
3

x (t+1)
i := (x (t+1)

1 + x (t+1)
2 + x (t+1)

3 )/3

Update the a, b, and c values

Return the best solution xα
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https://scholar.google.com/citations?user=TJHmrREAAAAJ&hl=en&oi=sra

Videos about GWO by Seyedali Mirjalili:
https://seyedalimirjalili.com/gwo

Codes of GWO in Python, MATLAB, Java, R, C, C++, and Ruby:
https://seyedalimirjalili.com/gwo

More nature-inspired metaheuristic optimization algorithms by Seyedali Mirjalili:
https://seyedalimirjalili.com/projects

Some examples of his work:
▶ Whale Optimization Algorithm [3]
▶ Ant Lion Optimizer [4]
▶ Moth Flame Optimizer [5]
▶ Dragonfly Algorithm [6]
▶ Grasshopper Optimization Algorithm [7]
▶ Salp Swarm Algorithm [8]

A recent survey on nature-inspired optimization is published in 2023 [9].

One of my initial papers: Pontogammarus Maeoticus Swarm Optimization (PMSO) [10]
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