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Introduction to Reinforcement Learning (RL)

▪ Relationship of

▪ artificial intelligent (AI),

▪ machine learning (ML),

▪ deep learning (DL),

▪ reinforcement learning (RL),

▪ and deep reinforcement learning (DRL)
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Introduction to Reinforcement Learning (RL)

▪ The agent-environment interaction in a Markov decision process (MDP)
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Summary of RL Algorithms
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Q-Learning: Off-Policy TD Control

▪ In this tutorial, we only focus of Q-learning algorithm.

▪ It allows agents to learn optimal actions through trial and error.

▪ It does not rely on an explicit model of the environment; hence, model-free.

▪ It focuses on learning the values (Q-values) associated with different state-action pairs; hence, 
value-based.

▪ It is called off-policy because the updated policy is different from the behavior policy.

▪ It is a temporal-difference (TD) learning method because it updates its value estimates at each 
time step based on the observed rewards and the estimates of future rewards.

▪ It tries to find the optimal policy; hence, it is a control problem.
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Q-Learning Algorithm
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Q-Learning Algorithm
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▪ What is α?

▪ It is the step-size parameter (or learning rate); it can either be constant or change over time.

▪ What is γ?

▪ It is the discount rate (0 ≤ 𝛾 ≤ 1); it determines the present value of future rewards.

▪ If 𝛾 = 0, the agent is 
myopic/shortsighted (maximizes 
immediate rewards).

▪ If 𝛾 = 1, the agent is farsighted 
(takes future rewards into account 
more strongly).



Q-Learning Algorithm
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▪ What is an episode?

▪ The agent-environment interaction breaks naturally into subsequences, which we call episodes, 
such as plays of a game, trips through a maze, or any sort of repeated interaction. Each episode 
ends in a special state called the terminal state, followed by a reset to a standard starting state 
or to a sample from a standard distribution of starting states. 



Q-Learning Algorithm
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▪ What is 𝜖?

▪ It is the probability of taking a random action in an 𝜖-greedy policy (trade-off between 
exploration and exploitation).



Q-Learning Algorithm
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▪ A Q-table for 𝑁 states and 𝑀 actions looks like this:
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