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Introduction to Deep Reinforcement Learning (DRL)

2Reinforcement Learning



Summary of RL Algorithms
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Deep Q-Network (DQN)

▪ In this tutorial, we only focus of Deep Q-Network (DQN) algorithm.

▪ Q-learning can struggle with situations when the count of the observable set of states is very 
large.

▪ Q-learning uses a table to represent the state-action values (Q-values). Each entry in the table 
corresponds to the expected cumulative reward of taking a particular action in a particular 
state.

▪ DQN algorithm is a model-free, online, off-policy reinforcement learning method.

▪ It employs a neural network (NN) to approximate Q-values rather than using a table. This 
allows DQN to handle high-dimensional state spaces, making it applicable to a broader range 
of problems.
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Deep Q-Network (DQN)

▪ In this tutorial, we only focus of Deep Q-Network (DQN) algorithm.

▪ DQN can handle both discrete and continuous observation spaces, making it more versatile 
than traditional Q-learning.

▪ The NN plays the role of Q function.
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Deep Q-Network (DQN)

▪ In this tutorial, we only focus of Deep Q-Network (DQN) algorithm.

▪ Why → Universal Approximation Theorem

▪ A feedforward NN with a single hidden layer containing a sufficient number of neurons (nodes) can 
approximate any continuous function on a compact subset of the input space to arbitrary accuracy. 
This means that, in theory, an NN with the right architecture and a large enough number of neurons 
can approximate any function.
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DQN Algorithm

▪ We train a function approximator, such as an NN with parameters 𝜃, to estimate 
the Q-values. This can be done by minimizing the following loss function at each 
step 𝑖.

▪ Here, 𝑦𝑖 is called the TD target, and 𝑦𝑖 − 𝑄 is called the TD error. 𝜌 represents the 
behavior distribution, the distribution over transitions {𝑠, 𝑎, 𝑟, 𝑠′} collected from 
the environment.
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DQN Algorithm
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Gridworld Problem

▪ Let us apply DQN to the Gridworld problem.

▪ Goal

▪ Train an NN to play the game from scratch.

▪ Design

▪ Any move that does not win the game receives a reward of -1.

▪ The winning move receives a reward of +10.

▪ The losing move receives a reward of -10.
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Gridworld Problem
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Gridworld Problem
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