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Fundamental theorem of calculus

Lemma (Fundamental theorem of calculus for multivariate functions)

Consider a differentiable function f(.) with domain D. For any x,y € D, we have:

1
) = 00+ VF)T(y =)+ [ (TFGxot el = x0) = VF00) (5 = x)e

1)
= f(x) + VF(x) " (y = x) + oy — x),
where o(.) is the small-o complexity. )
Lemma (Corollary of the fundamental theorem of calculus)
Consider a differentiable function f(.), with domain D, whose gradient is L-smooth:
IVF(x) = Vi) < Llx—yll2, Vx,y €D. )
For any x,y € D, we have:
F(¥) < £+ V)T =)+ 5 ly = xIB. ®
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Fundamental theorem of calculus

Proof for the corollary of the fundamental theorem of calculus:
(€] T ! T
f(y) = f(x)+ VF(x) ' (y — x) + / (Vf(x +t(y —x)) — Vf(x)) (y — x)dt
0
(a) - 1
1)+ VAT =20+ [ IVt ey = x)) = VElally  xlade
0
(&) T ! 2
< 00+ VF Ty =%+ [ Lelly - xlBe
0
1
— F(x) + V)T (y = x) + Llly — x||§/ tdt
0
L
= f(x)+ VF(x)"(y —x) + Sy = x|3,

where (a) is because of the Cauchy-Schwarz inequality and (b) is because, according to Eq. (2),
[VFf(x) = Vf(y)| < L||x — yl|l2,Vx,y € D, we have:
[VF(x 4+ t(y — x)) = VF(x)|2 < Llix + t(y — x) — x[l2 = Lt]ly — x[l2. QE.D.
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Gradient Descent
—
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Gradient descent: introduction

@ Gradient descent is one of the fundamental first-order methods.

@ It was first suggested by Cauchy in 1874 [1] and Hadamard in 1908 [2] and its
convergence was later analyzed in [3].

@ Unconstrained optimization:
minimize  f(x). (4)
X

@ In numerical optimization for unconstrained optimization, we start with a random feasible
initial point and iteratively update it by step Ax:

xU) = x(K) 4 Ax. (5)

@ Continue until we converge to (or get sufficiently close to) the desired optimal point x*.

@ The step Ax is also denoted by p in the literature, i.e., p := Ax.
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Gradient descent: step size
@ Let the function f(.) be differentiable and its gradient be L-smooth.

@ Recall Eq. (3) from the corollary of the fundamental theorem of calculus:
F0) < 00+ VA Ty =)+ 5y = 1B,
If we set x = x(K) and y = x(kt1) = x(k) 4 Ax in this equation, we have:
F(xH) 4+ Ax) < F(x0) + V(xR T Ax + é||Ax||§
= f(x¥ + ax) - F(xW) < VF(x)Tax + é||Ax||§. (6)

@ Until reaching the minimum, we want to decrease the cost function f(.) in every iteration;
hence, we desire:

F(x + ax) — F(x0) < 0. (7)

@ According to Eq. (6), one way to achieve Eq. (7) is:

vi(x®)T Ax + é||Ax||§ <0.
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Gradient descent: step size

@ We have:
(T L 2
Vi(x") " Ax + §||Ax||2 < 0.
@ Hence, we should minimize VF(x(K)T Ax + %”AX”% w.r.t. Ax:
_ (k)\T L 2
minimize VF(x'")) " Ax + —||Ax||5. (8)
Ax 2
@ This function is convex w.r.t. Ax and we can optimize it by setting its derivative to zero:
0 (T L 2 () set
——(VFA(xY) ' Ax + = ||Ax]]3) = VF(x') + LAx =0
OAx 2
1
= Ax = 7ZVf(x(k)). (9)
@ So, we have:

X(k+1) — x(k) _ %Vf(x(k))
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Gradient descent: step size
@ Recall Egs. (9) and (6):
Ax = —%Vf(x(k)).
(x5 + ax) — F(xR) < VF(xENT Ax + éHAxH%.

@ Using the first equation in the second equation gives:

F(x) + ax) — F(xW) < —%Vf(x(k))TVf(x(k)) + éu_le(x(k))u

1 L -1
=~ LIVFONB + 2 T VA

1 L1
= — L IVFDI3 + S (PITAE)

1
= IVF)IE <o,

2
2

which satisfies Eq. (7). Eq. (9) means that it is better to move toward a scale of minus
gradient for updating the solution. This inspires the name of algorithm which is gradient

descent.
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Gradient descent: step size

@ The problem is that often we either do not know the Lipschitz constant L or it is hard to
compute. Hence, rather than Eq. (9), Ax = f%Vf(x(k)), we use:

Ax = —an(x(k)), ie., x(ktD) .= x(k) _ an(x(k)), (10)
where n > 0 is the step size, also called the learning rate in data science literature.
@ If the optimization problem is maximization rather than minimization, the step should be

Ax = nVF(xK)) rather than Eq. (10). In that case, the name of method is gradient
ascent.

@ Recall Eq. (6):
(x5 + ax) — F(xR) < VF(xENT Ax + §||Ax||§.
Using Eq. (10) in this equation gives:

F(x¥) + Ax) = F(xH) < | V(B3 + §772||Vf(x(k))H§ (11)

L
= (50— DIVAO)3
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Gradient descent: step size

@ We found:

A+ Ax) — F() < (2~ VA0 B

@ If x(¥) is not a stationary point, we have ||V f(x(K))|]3 > 0.
@ Recall Eq. (7):

F(x%) + Ax) — F(x¥)) < 0.

@ Noticing > 0, for satisfying this equation, we must set:

L 2
Tp-1<0 = n< . 12
57 n< 7 (12)
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Gradient descent: step size
@ Recall Eq. (11):

L
F(x) + Ax) = F(x) < | VA5 + Sn? V() 3
@ On the other hand, we can minimize this equation by setting its derivative w.r.t. n to zero:
1o} L
5 CHNVFCNIB £ S IV A B) = T A + Ll 9 ()
1
= (1 )VFO)EE0 = 0=
If we set:
1
=, 13
n< g (13)
then Eq. (11) becomes:
1 1 1
F(x) 4 Ax) = F(x9) < = IVFONB + o [VF(x) B = - [VF(x9) < 0

— D) < £ - VA B, (14)
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Gradient descent: step size
@ Recall Egs. (13) and (14):

n< T

FxD) < () = VAR B,

@ Eq. (13) means that there should be an upper-bound, dependent on the Lipschitz
constant, on the step size. Hence, L is still required.

@ Eq. (14) shows that every iteration of gradient descent decreases the cost function:
FxU) < £(x), (15)

and the amount of this decrease depends on the norm of gradient at that iteration.

@ So, the series of solutions converges to the optimal solution while the function value
decreases iteratively until the local minimum:

{x(o),x(l),x(z), L
F(xO) > £(xM) > F(x®) > ... > F(x*).

@ If the optimization problem is a convex problem, the solution is the global solution;
otherwise, the solution is local.
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Gradient descent: cost versus iterations

{(O)X()x(2 L} o X,
(x> F(xD) > £(x®) > ... > £(x*)
f cost ]\
\‘rwlm\ Jkn}'t“

N
N D

H o
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Line-Search
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Line-search

@ We saw the step size of gradient descent requires knowledge of the Lipschitz constant for
the smoothness of gradient. However, we may not know the exact Lipschitz constant.
Hence, we can find the suitable step size 77 by a search which is named the line-search.

@ In line-search of every optimization iteration, we start with n = 1 and if it does not satisfy
Eq. (7) with step Ax = —pVf(x(¥):

(x5 + ax) < F(xW)) = F(x®) —pvF(x)) < £(x5)), (16)

we halve it, n + n/2.

@ This halving step size is repeated until this equation is satisfied, i.e., until we have a
decrease in the objective function. Note that this decrease will happen when the step size
becomes small enough to satisfy Eq. (13):

1
n< I

The algorithm of gradient descent with line-search is shown in Algorithm ??. As this
algorithm shows, line-search has its own internal iterations inside every iteration of
gradient descent.
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Gradient descent with line-search

The algorithm of gradient descent with line-search:

1 Initialize 2(9)

2 for iteration k = 0,1, ... do

3 Initialize  := 1

4 for iteration T = 1,2, ... do

5 Check line-search condition
6 if not satisfied then

7 \ N+ 3 xn

8 else

9 L D = z®) _ v f(x®)
10 break the loop

1 Check the convergence criterion
12 if converged then

13 | return z(*+1)

As this algorithm shows, line-search has its own internal iterations inside every iteration of
gradient descent.
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Backtracking line-search

@ A more sophisticated line-search method is the Armijo line-search [4], also called the
backtracking line-search. Rather than Eq. (16), it checks if the cost function is
sufficiently decreased:

F(x® 4+ p) < F(x¥) + cpT F(x¥), (17)

where ¢ € (0.0.5] is the parameter of Armijo line-search and p = Ax is the search
direction for update.

@ The value of ¢ should be small, e.g., c = 10~* [5].
This condition is called the Armijo condition or the Armijo-Goldstein condition.

@ In gradient descent, the search direction is p = Ax = —nVf(x(K)) according to Eq. (10).
Hence, for gradient descent, it checks:

F(x®) — v (x0)) < F(xH) —n e VF(xW)]3. (18)

@ Another more sophisticated line-search is Wolfe conditions [6]. We will learn it later in
the course.
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Convergence criteria

@ For all numerical optimization methods including gradient descent, there exist several
methods for convergence criterion to stop updating the solution and terminate
optimization.

@ Some of them are:

> Small norm of gradient:

V(D)2 <,

where € is a small positive number.
* The reason for this criterion is the first-order optimality condition
(recall that at the local optimum, we have ||[Vf(x*)|]. = 0).
* If the function is not convex, this criterion has the risk of stopping at a
saddle point.
> Small change of cost function:

[F(xE) — F(xK) < e
> Small change of gradient of function:
[VF(x* 1)) - vF(xR)| < e
» Reaching maximum desired number of iterations, denoted by

k < max.
k
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Momentum
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Gradient descent with momentum

@ Gradient descent and other first-order methods can have a momentum term. Momentum,
proposed in [7], makes the change of solution Ax a little similar to the previous change of
solution.

@ Hence, the change adds a history of previous change to Eq. (10):
(Ax)(k) = a(Ax)(k_l) — n(k)Vf(x(k)), (19)

where @ > 0 is the momentum parameter which weights the importance of history
compared to the descent direction.

@ We use this (Ax)*) in Eq. (5) for updating the solution:
xU1) = x(K) 4 (Ax) (),

@ Because of faithfulness to the track of previous updates, momentum reduces the amount
of oscillation of updates in gradient descent optimization.

wihwl MMqum w 1#‘ »\mmJum
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Steepest Descent

@ Steepest descent is similar to gradient descent but there is a difference between them.

@ In steepest descent, we move toward the negative gradient as much as possible to reach
the smallest function value which can be achieved at every iteration.
@ Hence, the step size at iteration k of steepest descent is calculated as [8]:

1) = arg mni" F(x®0) — v r(xk)y), (20)

and then, the solution is updated using Eq. (10) as in gradient descent:
x(k 1) = (k) _ an(x(k)).

@ Another interpretation of steepest descent [9, Chapter 9.4]: The first-order Taylor
expansion of function is f(x + v) ~ f(x) + Vf(x) T v. Hence, the step size in the
normalized steepest descent, at iteration k, is obtained as:

Ax = argmin{VF(x*)Tv||v|l2 < 1}, (21)
v
which is used in Eq. (5) for updating the solution:

x(k+1) . — (k) + Ax.
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Backpropagation
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Neural network

@ Neural network:

@ Every neuron in neural network:

@ Let xj; denote the weight connecting neuron i to neuron j. Let a; and z; be the output of
neuron i before and after applying its activation function o;(.) : R — R, respectively.

m
3=y Xz, z; == 0j(aj).
=
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Backpropagation

@ Consider three neurons in three layers of a network:
layer 7

layer {

@ We have a; = Y, xj¢z¢ which sums over the neurons in layer £. By chain rule, the

gradient of error e w.r.t. to the weight between neurons ¢ and i is:

e _ve 0wy
BX,'Z o 83,- 8x,-e - &

where (a) is because a; = >, xjzz; and we define:

Oe
b= —.
Oaj

First-Order Optimization
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Backpropagation

layer ¢, .
layer H layer J

@ |If layer i is the last layer, §; can be computed by derivative of error (loss function) w.r.t.
the output.

@ However, if i is one of the hidden layers, d; is computed by chain rule as:
Oe _ 0a; 0a;
. - = 5 x —21). 23
d; 33; Z(aaj aai) zj:(Jxaai> ( )

@ The term 0aj/0a; is calculated by chain rule as:

6aj 6aj 0z; (a) ’
- &) o' (a0), 24
Ba,- 62,' % 63,‘ i o (a ) ( )

where (a) is because a; = Y, xjizi and z; = o(a;) and ¢’(.) denotes the derivative of
activation function. Putting Eq. (24) in Eq. (23) gives:

8 =0o'(a) > _ (5 xi)-
Jj
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Backpropagation
@ We found:

6= ff’(éh‘)Z(@‘ Xjt)-

@ Putting this equation in Eq. (22),

de _ ; .
8;@ = d; X zp, gives:

i

28 (@) 30 %). (25)

Oxig j

@ Backpropagation uses the gradient in Eq. (25) for updating the weight x;¢, Vi, £ by
gradient descent:

KD ) 02
I I 8X,‘g

@ This tunes the weights from last layer to the first layer for every iteration of optimization.

@ Therefore, backpropagation, proposed in 1986 [7], is actually gradient descent with chain
rule in derivatives because of having layers of parameters. It is the most well-known
optimization method used for training neural networks.
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Accelerated Gradient method

@ It was shown in the literature that gradient descent is not optimal in convergence rate and

can be improved.

@ It was at that time that Nesterov proposed Accelerated Gradient Method (AGM) [10], in

1983, to make the convergence rate of gradient descent optimal [11, Chapter 2.2].

@ AGM is also called the Nesterov’s accelerated gradient method or Fast Gradient
Method (FGM). A series of Nesterov's papers improved AGM [10, 12, 13, 14].

@ Consider a sequence {y(K)} which satisfies:

k

[10-+D) > (92, vk>0, 2 efo1].

i=0

@ An example sequence, satisfying this condition, is

@ The AGM updates the solution iteratively as [10]:

0D () _ (kg £ (y (00,

YD = (1 = A(0) (kD) | (R (R),

until convergence.

First-Order Optimization

0) — 41 — 4@ — 4®) — 0,40 = 2/k vk > 4.

(26)

(27)
(28)
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Comparison of convergences rates

@ Consider a convex and differentiable function f(.), with domain D, whose gradient is
L-smooth (see Eq. (2)). Let f* be the minimum of cost function and x* be the
minimizer. Starting from the initial point x(%), after t iterations of the optimization
algorithm, we will have the following.

@ The convergence rate of gradient descent:

2L|x©) — x*||2 1
FlxDy _px < 2202 7 % T2 (2. 29
(xe40) - < ) (29)
@ The convergence rate of accelerated gradient method:
2L)|x©) — x*|2 1
Fix(EDYy _pxr < 2200 7 7 12 ). 30
() = < S () (30)
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Stochastic gradient methods
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Stochastic gradient descent

@ Assume we have a dataset of n data points, {a; € R?}? | and their labels {/; € R}"_,

@ Let the cost function f(.) be decomposed into summation of n terms {f;(x)}"_;. Some
well-known examples for the cost function terms are:
> Least squares error: fj(x) = 0.5(a; x — [;)?,
> Absolute error: fi(x) = a x — I,
> Hinge loss (for [; € {—1,1}): fi(x) = max(0,1 — /;a;" x).

> Logistic loss (for [; € {—1,1}): Iog(m).

@ The optimization problem becomes:

1 n
minixmize - Z fi(x). (31)

i=1

In this case, the full gradient is the average gradient, i.e:
1 n

Vi) = = S VAR), (32)

it

so Eq. (9), Ax = —(1/L)Vf(x()), becomes Ax = —(1/(Ln)) 37, V£i(x(K)). This is
what gradient descent uses for updating the solution at every iteration.

First-Order Optimization 34/83



Stochastic gradient descent

VF(x) = ZVf(x)

@ Calculation of this full gradient is time-consuming and inefficient for large values of n,
especially as it needs to be recalculated at every iteration.

@ Stochastic Gradient Descent (SGD), also called stochastic gradient method,
approximates gradient descent stochastically and samples (i.e. bootstraps) one of the
points at every iteration for updating the solution. Hence, it uses:

x(D) = x(K) _ 07 £ (xR, (33)

rather than Eq. (10), x(k+1) .= x(K) — v f(x(¥).

@ The idea of stochastic approximation was first proposed in 1951 [15]. It was first used for
machine learning in 1998 [16].

@ As Eq. (33) states, SGD often uses an adaptive step size which changes in every iteration.
The step size can be decreasing because in initial iterations, where we are far away from
the optimal solution, the step size can be large; however, it should be small in the last
iterations which is supposed to be close to the optimal solution. Some well-known
adaptations for the step size are:

(O R P .
M= g = =n. (34)
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Stochastic gradient descent

Theorem (Convergence rates for SGD)

Consider a function f(x) = >_7_; fi(x) and which is bounded below and each f; is differentiable.
Let the domain of function f(.) be D and its gradient be L-smooth (see Eq. (2)). Assume

E[||Vf(xk)|[3 | x«] < B2 where 3 is a constant. Depending on the step size, the convergence
rate of SGD is:

1 1

- if plk) = =
O( Iogt) if n o (35)

log t i 1
o(—==) if W =—, 36
) =k (36)
0(% +n) if g®) =g, (37

where t denotes the iteration index. If the functions f;'s are u-strongly convex, then the
convergence rate of SGD is:

1 1

T ()
O(t) if n oK (38)
o((1— %)t +n) if ¥ =q. (39)

First-Order Optimization 36/83



Stochastic gradient descent
@ Recall Egs. (37) and (39):

1
convex: O(; +n) if pt0 =g,

strongly convex:  O((1— %)t +n) if k) = 1.

@ These equations show that with a fixed step size n, SGD converges sublinearly for a
non-convex function and linearly for a strongly convex function in the initial iterations.

@ However, in the late iterations, it stagnates to a neighborhood around the optimal point
and never reaches it. Hence, SGD has less accuracy than gradient descent (whose
convergence rate is (9(%2))

@ The advantage of SGD over gradient descent is that its every iteration is much faster than
every iteration of gradient descent because of less computations for gradient. This faster
pacing of every iteration shows off more when n is huge.

@ In summary, SGD has fast convergence to low accurate optimal point.

@ It is noteworthy that the full gradient is not available in SGD to use for checking
convergence, as discussed before. One can use other criteria or merely check the norm of
gradient for the sampled point.

@ SGD can be used with the line-search methods, too. SGD can also use a momentum term.
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Mini-batch stochastic gradient descent

@ Gradient descent uses the entire n data points and SGD uses one randomly sampled point
at every iteration. For large datasets, gradient descent is very slow and intractable in
every iteration while SGD will need a significant number of iterations to roughly cover all
data. Besides, SGD has low accuracy in convergence to the optimal point.

@ We can have a middle case where we use a batch of b randomly sampled points at every
iteration. This method is named the mini-batch SGD or the hybrid
deterministic-stochastic gradient method. This batch-wise approach is wise for large
datasets.

@ Usually, before start of optimization, the n data points are randomly divided into [n/b]|
batches of size b. This is equivalent to simple random sampling for sampling points into
batches without replacement. We denote the dataset by D (where |D| = n) and the i-th
batch by B; (where |B;| = b). The batches are disjoint:

Ln/b)]
U Bi=7, (40)
i=1
BinBj =@, Vijc{l,...,|n/bl}, i#]j. (41)

@ Another less-used approach for making batches is to sample points for a batch during
optimization. This is equivalent to bootstrapping for sampling points into batches with
replacement. In this case, the batches are not disjoint anymore and Egs. (40) and (41) do
not hold.
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Mini-batch stochastic gradient descent

Definition (Epoch)

In mini-batch SGD, when all |n/b] batches of data are used for optimization once, an epoch is
completed. After completion of an epoch, the next epoch is started and epochs are repeated
until convergence of optimization.

@ In mini-batch SGD, if the k-th iteration of optimization is using the k’-th batch, the
update of solution is done as:

x4 = x(k Z V£(x*) (42)
/EBk/
@ The scale factor 1/b is sometimes dropped for simplicity.

@ Mini-batch SGD is used significantly in machine learning, especially in neural networks
[16, 17].

@ Because of dividing data into batches, mini-batch SGD can be solved on parallel servers as
a distributed optimization method.
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Mini-batch stochastic gradient descent

Theorem (Convergence rates for mini-batch SGD)

Consider a function f(x) = >_"_; fi(x) which is bounded below and each f; is differentiable. Let
the domain of function f(.) be D and its gradient be L-smooth (see Eq. (2)) and assume

77(") =1 is fixed. The batch-wise gradient is an approximation to the full gradient with some
error e; for the t-th iteration:

1
: XB: VE(x®) = VA(xD) + e;. (43)
i€By

The convergence rate of mini-batch SGD for non-convex and convex functions are:
1 2
O(; + lleell3), (44)

where t denotes the iteration index. If the functions f;'s are u-strongly convex, then the
convergence rate of mini-batch SGD is:

O(( =) + llelp)- (45)

v

Therefore, the convergence rate of mini-batch gets closer to that of gradient descent, O(1/t), if
the batch size increases.
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Mini-batch stochastic gradient descent

@ If we sample the batches without replacement (i.e., sampling batches by simple random
sampling before start of optimization) or with replacement (i.e., bootstrapping during
optimization), the expected error is [18, Proposition 3]:

0.2
Ellled8) = 1 - )2, (46)
0.2
Elllecl) = %, (47)

respectively, where o2 is the variance of whole dataset.

@ According to Eqs. (46) and (47), the accuracy of SGD by sampling without and with
replacement increases by b — n and b — co, respectively.

@ However, this increase makes every iteration slower so there is trade-off between accuracy
and speed.
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Stochastic Average Gradient Methods
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Stochastic average gradient

@ SGD is faster than gradient descent but its problem is its lower accuracy compared to
gradient descent. Stochastic Average Gradient (SAG), proposed in 2012 [19], keeps a
trade-off between accuracy and speed.

@ Let V£ (x()) be the gradient of f;(.), evaluated in point x(k), at iteration k. According to
Egs. (10) and (32), gradient descent updates the solution as:

LD 1% z”:vf.(x(k))
. n i=1 l .

SAG randomly samples one of the points and updates its gradient among the gradient
terms. If the sampled point is the j-th one, we have:

(k) n
xUetD) = (k) ”T (Vﬂ-(x(k)) ~VExED) £ Vf,-(x("_l))). (48)
i=1
@ In other words, we subtract the j-th gradient from the summation of all n gradients in

previous iteration (k — 1) by 3°7, V£(x(k=1)) — V£ (x(k=1); then, we add back the new
j-th gradient in this iteration by adding ij(x(k)).
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Stochastic average gradient

Theorem (Convergence rates for SAG [19, Proposition 1])
Consider a function f(x) = >_"_; fi(x) which is bounded below and each f; is differentiable. Let

the domain of function f(.) be D and its gradient be L-smooth (see Eq. (2)). The convergence
rate of SAG is:

O(;)v

where t denotes the iteration index.

@ SAG has the same rate order as gradient descent; although, it usually needs some more
iterations to converge.

@ Practical experiments have shown that SAG requires many parameter fine-tuning to
perform perfectly.
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Stochastic variance reduced gradient

@ Another effective first-order method is the Stochastic Variance Reduced Gradient
(SVRG), proposed in 2013 [20].

1 Initialize 2
2 for iteration k = 1,2,... do
~ (k1)
3 T=T
. (112) n -
4 Vi) = % > V@)
5 0 =z
6 for iteration T = 0,1,...,m — 1 do
7 Randomly sample j from {1,...,n}.
3 2D = (1) y(7) (ij(z(")) _
V(@) + V@)
o | @8 .= plm

@ The update of solution is similar to SAG but for every iteration, it updates the solution for
m times.

@ SVRG is an efficient method and its convergence rate is similar to that of SAG.

@ Both SAG and SVRG reduce the variance of solution to optimization [20].
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Adaptive Learning Rate
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Adaptive Gradient (AdaGrad)

@ We can adapt the learning rate in stochastic gradient methods. Three most well-known
methods for adapting the learning rate are AdaGrad, RMSProp, and Adam.

@ Adaptive Gradient (AdaGrad) method, proposed in 2011 [21], updates the solution
iteratively as:

x4 = x(K) _ () =1 £(x(*K)), (49)

where G is a (d x d) diagonal matrix whose (j,j)-th element is:

k
G(.Jj) = J e+ > (Vifi, (x(M))?, (50)
7=0

where ¢ > 0 is for stability (making G full rank), i- is the randomly sampled point (from
{1,...,n}) at iteration 7, and V;f;_(.) is the partial derivative of f; (.) w.r.t. its j-th
element (note that f;_(.) is d-dimensional).
@ Putting Eq. (50) in Eq. (49) can simplify AdaGrad to:
k
xj(.kﬂ) = x}k) — n' Vf,-(x(.k)). (51)
Vet T (Vi ()P

@ AdaGrad keeps a history of the sampled points and it takes derivative for them to use.
During the iterations so far, if a dimension has changed significantly, it dampens the
learning rate for that dimension (see the inverse in Eq. (49)); hence, it gives more weight
for changing the dimensions which have not changed noticeably.
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Root Mean Square Propagation (RMSProp)

@ Root Mean Square Propagation (RMSProp) was first proposed in 2012 [22] which is
unpublished.

@ It is an improved version of Rprop (resilient backpropagation), proposed in 1992 [23],
which uses the sign of gradient in optimization.

@ Inspired by momentum in Eq. (19):
(Ax)H) = a(ax) 71 — I vF(xH),
it updates a scalar variable v as [24]:
VD = 9 4 (1= ) VA, (52)

where v € [0, 1] is the forgetting factor (e.g., v = 0.9). Then, it uses this v to weight the
learning rate:

(k)
s(k+1) . (k) _ LV&(X}”), (53)

Ve + V(k+1)

where € > 0 is for stability not to have division by zero.
@ Comparing Egs. (51) and (53) shows that RMSProp has a similar form to AdaGrad.
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Adaptive Moment Estimation (Adam)

@ Adam optimizer [25] improves over RMSProp by adding a momentum term.

@ It updates the scalar v and the vector m € R? as:

m+D = i m() 4 (1 - 71)Vh(x9), (54)
VD) 2 6 (1 — ) [V (), (55)

where 1,72 € [0, 1]. It normalizes these variables as:

P I S (RS | (S I S ()
1— ’y{‘ 1-— '75
@ Then, it updates the solution as:
(k)
x(k+1) = X(k) _ n '/ﬁ(k+l) (56)

Ve + vlk+1) ’

which is stochastic gradient descent with momentum while using RMSProp.

@ The Adam optimizer is one of the mostly used optimizers in neural networks.
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Neural network: importing packages

~ Importing packages

v [188] # installation in Google Colab's Jupyter notebook
!pip install torch

Looking in indexes: https://pypi.org/simple, https://us-python.pkg.dev/colab-wheels/public/simple
Requirement already satisfied: torch in /usr/local/lib/python3.8/dist-packages (1.13.1+culls)
Requirement already satisfied: typing-extensions in /usr/local/lib/python3.8/dist-packages (from torch) (4.4.9)

[320] # importing packages (libraries):
import torch
import torch.nn as nn
from torch.utils.data import Dataloader, Dataset
import matplotlib.pyplot as plt
import numpy as np
from tqdm import tqdm
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Neural network: defining the network

~ Defining the network

 [216] device = torch.device("cuda:@" if torch.cuda.is_available() else "cpu")

v [339] # defining the structure of neural network:
class NeuralNetwork(nn.Module):
def _init_ (self):

super(NeuralNetwork, self)._init_ ()
self.layerl = nn.Linear(1, 18)
self.layer2 = nn.Linear(10, 20)
self.layer3 = nn.Linear(20, 18)
self.layerd = nn.Linear(10, 1)
self.relul = nn.ReLU()
self.relu2 = nn.RelU()
self.relu3 = nn.ReLU()

def forward(self, x):
x = self.relul(self.layer1(x))

self.relu2(self.layer2(x))

self.relus(self.layer3(x))

self.layerd(x)

return x

v [340] # instantiate the class of neural network:
net = NeuralNetwork()
print(net)

NeuralNetwork(
(layer1): Linear(in_features=1, out_features=18, bias=True)
(layer2): Linear(in_features=1e, out_features=20, bias=True)
(layer3): Linear(in_features=20, out_features=10, bias=True)
(layerd): Linear(in_features=1e, out_features=1, bias=True)
(relul): ReLU()
(relu2): ReLU()
(relus): ReLU()
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Neural network: optimizer

~ Optimizer

V' [341] # define optimizer:
optimizer = 'Adam’
if optimizer == 'SGD':
optimizer = torch.optim.SGD(net.parameters(), 1lr=0.02)
elif optimizer == 'Adam':

optimizer = torch.optim.Adam(net.parameters(), lr=2.02)

# define the loss function:
loss_func = torch.nn.MSELoss()
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Neural network: data loader

~ Data loader

~ [342] class Data(Dataset):
def __init__(self, x, y):
self.data = torch.from_numpy(x.reshape(-1,1)).float()
self.label = torch.from_numpy(y.reshape(-1,1)).float()

def __len__(self):
return len(self.data)

def __getitem__ (self, item):
data_point = self.data[item]
label_point = self.label[item]
return data_point, label_point

~/ [343] batch_size = 16
def load_dataset(x_train, y_train, x_test, y_test):
# data loader for training data:
train_ds = Data(x_train, y_train)
train_loader = Dataloader(train_ds, batch_size=batch_size, shuffle=True)

# data loader for test data:
test_ds = Data(x_test, y_test)

test_loader = Dataloader(test_ds, batch_size=batch_size, shuffle=False)

return train_loader, test_loader
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Neural network: dataset

© ' dataset_type = 'nonlinear’

if dataset_type == 'linear':
# almost linear datase
x_train = np.random.rand(100)
y_train = np.sin(x_train) * (x_train**3) + 3*x_train + np.random.rand(100)*.8
x_test = np.random.rand(160)
y_test = np.sin(x_test) * (x_test**3) + 3*x_test + np.random.rand(160)*0.8
elif dataset_type
# dataset:
x_train = np.random.rand(108) * 10
y_train = np.sin(x_train) + np.random.rand(100)*6.8
X_test = np.random.rand(16@) * 1@
y_test = np.sin(x_test) + np.random.rand(100)*0.8

'nonlinear’':

# reshape to have samples in rows:
x_train = x_train.reshape((-1, 1))
x_test = x_test.reshape((-1, 1))

# visualize data:

plt.scatter(x_train, y_train, c labe!
plt.scatter(x_test, y_test, c='b', label='test')
plt.xlabel('x')

plt.ylabel('y')

plt.legend()

plt. show()
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Neural network: training

~ Training neural network

v [345] # load dataset:
train_loader, test_loader = load_dataset(x_train, y_train, x_test, y_test)

v [346] n_epochs = 1800
loss_list = []
for epoch in tqdm(range(n_epochs), desc='epochs'):
loss_list_in_epoch = []
for step, (data_batch, label_batch) in enumerate(train_loader)
data_batch, label_batch = data_batch.to(device), label_batch.to(device)
prediction = net(data_batch)
loss = loss_func(prediction, label_batch)
loss_list_in_epoch.append(loss.cpu().detach().item())
optimizer.zero_grad()
loss.backward()
optimizer.step()
loss_list.append(np.mean(loss_list_in_epoch))

epochs: 10e%|[INNNEEEEE| 10¢0/10ee [ee:12<e8:80, 81.84it/s]
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Neural network: test (evaluation)
~ Test (evaluation) phase

v ° prediction_list = []
with torch.no_grad():
for step, (data_batch, label_batch) in enumerate(test_loader):
prediction = net(data_batch)
prediction_list.extend(prediction)

v [350] # visualize the predicted and actual data:
plt.scatter(x_test, y_test, c='b', label='test')
plt.scatter(x_test, prediction_list, c='g', label='prediction')
plt.xlabel('x")
plt.ylabel('y")
plt.legend()

plt.show()
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Proximal Mapping

Definition (Proximal mapping/operator [26])

The proximal mapping or proximal operator of a convex function g(.) is:

. 1 2
prox,(x) := arg min (g(u) —+ EHU — x||2).

In case the function g(.) is scaled by a scalar X, the proximal mapping is defined as:

] 1 2
proxy (x) = argmin (g(u) + o= llu — x|3)-

(57)

(58)
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The Moreau-Yosida regularization

@ The proximal mapping:
. : 1 2
prox, (x) = arg min (g(u) + 5 |u - x|3),
is related to the Moreau-Yosida regularization defined below.

Definition (Moreau-Yosida regularization or Moreau envelope [27, 28])

The Moreau-Yosida regularization or the Moreau envelope of function g(.) is:

Mig(x) = inf (g(u) + 5 llu = x13). (59)

This Moreau-Yosida regularized function has the same minimizer as the function g(.) [29].
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The Moreau decomposition

Lemma (Moreau decomposition [30])

We always have the following decomposition, named the Moreau decomposition:

X = prox,(x) + proxg«(x), (60)
X
x = prox)‘g(x)—i—)\prox%g*(x), (61)
where g(.) is a function in a space and g*(.) is its corresponding function in the dual space

(e.g., if g(.) is a norm, g*(.) is its dual norm or if g(.) is projection onto a cone, g*(.) is
projection onto the dual cone).
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Projection onto set

@ In optimization, indicator function I(.) is zero if its condition is satisfied and is infinite
otherwise.

e ={ % Fres )

Lemma (Projection onto set)

The proximal mapping of the indicator function to a convex set S, i.e. I(x € S), is projection of
the point x onto the set S. Hence, projection of x onto set S, denoted by Ms(x), is defined as:

._ _ " L2
Mis(x) = proxy .5)(x) = arg min (5 lu = x|3). (63)

@ This projection simply means projecting the point x onto the closest point of set from the
point x. Hence, the vector connecting the points x and Mg(x) is orthogonal to the set S.
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Projection onto set

Lemma:

!
Ml (x) = proxy .5)(x) = arg min (5 lu = x|3).

The proximal mapping:

. 1 )
prox, (x) = argmin (g(u) + > [lu — x|5).

Proof.
proxycs(x) & argmin (10x € 8) + 2Ju — x13)
D arg min (5 1w~ xIB),
where (a) is because I(x € S) becomes infinity if x ¢ S (see Eq. (62)). []J
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Moreau decomposition for norm

Recall Eq. (61) from the Moreau decomposition:

x
x = prox,(x) + Aprox%g*( ) = prox,,(x) = x — )\prox%g*(x).

> %

Corollary (Moreau decomposition for norm)

If the function is a scaled norm, g(.) = A||.||, we have from this equation:

prox ) (x) = x = AM5(3), (64)

where B is the unit ball of dual norm.

@ Derivation of proximal operator for various g(.) functions are available in [31, Chapter 6].
Here, we review the proximal mapping of some mostly used functions.

@ If g(x) =0, proximal mapping becomes an identity mapping:

1 1
proxo(x) 9 arg muin (O + aﬂu — x||§) =arg muin (ﬁﬂu — x||§) = x.
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Proximal mapping of £, norm

Lemma (Proximal mapping of ¢, norm [31, Example 6.19])

The proximal mapping of the £, norm is:

P (1—-2-)x  ifflx[2 > A
—(1- —2  Ix= ITxT2 = 65
proxa () = ( max(||x||2,)\))x { 0 if |x]l2 < A. (65)
v
Proof.
Recall Eq. (64): proxy (x) = x — AM5(%).
Let g(.) = ||.||l2 and B be the unit ¢ ball because ¢> is the dual norm of ¢,. We have:
_ L x/lxllz i flx]l2 > 1
Mi(x) = { X if ||x]|2 < 1.
(64) x (1- ) x if Ix|l2 > A
- = x—AMg(=) = Hx 2
proxy ., (x) =" x 5(3) { X— AN =0 if [x]2 < A
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Proximal mapping of /1 norm

Lemma (Proximal mapping of ¢; norm [31, Example 6.8])

Let x; denote the j-th element of x = [x1,...,xq4] ' € RY and let [proxy |, (x)]; denote the j-th

element of the d-dimensional proxA”_Hl(x) mapping. The j-th element of proximal mapping of
the {1 norm is:

Xi— A ifx; > X\
[proxy ., (x)]; = max(0, [x;| — A) sign(x;) = sx(x;) ;== O if |xj| < A (66)
X+ A ifx; < =A

for all j € {1,...,d}. Eq. (66) is called the soft-thresholding function, denoted here by s (.).

sx(zj)

slope = 1
-
3
>
AT
slope =1
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Proximal mapping of /1 norm

Proof.

Let g(.) = ||.|[1 and B be the unit £+ ball because ¢y is the dual norm of ¢1. The j-th element
of projection is:

1 ifx>1
Me(x)]j =4 % iflx <1
-1 ifx< -1

xi— X if x>

(64) X .
= [proxy ), (x)]; = % = A[Ms(3)]; = 0O if x;] <A
xi+ A ifx < =

sa(z;)

slope = 1
-\
>
>
AT
slope =1
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Proximal point algorithm

Recall Eq. (58):

. 1 2
proxy, (x) := argmin (g(u) + 5 lu — x|I3).

The term g(u) + 1/(2)\)|lu — x||? in this equation is strongly convex; hence, the proximal point,
prox,(x), is unique.

Lemma

The point x* minimizes the function f(.) if and only if x* = prox,¢(x*). J
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Proximal point algorithm

@ Consider the following optimization problem:

minimize  f(x).
X

@ Proximal point algorithm, also called proximal minimization, was proposed in 1976 [32].
It finds the optimal point of this problem by iteratively updating the solution as:

X0 = prosey (x09) 2 arg min (F(u) + - flu— x]2), (67)
u
until convergence.

@ ) can be seen as a parameter related to the step size.

@ In other words, proximal gradient method applies gradient descent on the Moreau
envelope Mj¢(x), recall Eq. (59):

Mag(x) = inf (g(u) + 3 1w~ x1B),

rather than on the function f(.) itself.
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Composite problems

Definition (Composite objective function [14])

In optimization, if a function is stated as a summation of two terms, f(x) + g(x), it is called a
composite function and its optimization is a composite optimization problem.

@ Consider the following optimization problem:
minimize f(x) + g(x), (68)
X

where f(x) is a smooth function and g(x) is a convex function which is not smooth
necessarily. This is a composite optimization problem.

Composite problems are widely used in machine learning and regularized problems

because f(x) can be the cost function to be minimized while g(x) is the penalty or
regularization term [33].
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Proximal gradient method
@ For solving problem (68), minixmize f(x) + g(x), we can approximate the function f(.)

by its quadratic approximation around point x because it is smooth (differentiable):
T 1 2
f(u) = f(x) + VF(x) (u—x)+ ZIIU - x|l3,

where we have replaced V2f(x) with scaled identity matrix, (1/n)1.
@ Hence, the solution of problem (68) can be approximated as:

x = argmin (f(u) + g(u))
~ arg muin (f(x) + VF(x)T (u—x) + %HU — x|+ g(u))

. 1
@ arg min (|VF(x)[3 + V() T (u —x) + %IIU — x|3 + g(u))

b . 1
= argmin (- l(u — ) + 1V F()[B + 5(w)

= argmin (= [lu — (x — VF(x))Z + g(u), (69)
u 277

where (a) is because f(x) is a constant in minimization w.r.t. u, so it can be simply
replaced with another constant ||V (x)||3, and (b) is because of writing the three first
terms as the binomial square term.
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Proximal gradient method

@ We found Eq. (69):
.1 2
x = argmin (%Ilu = (x =nVFx)Il: + ().

@ The first term in this equation keeps the solution close to the solution of gradient descent
for minimizing the function f(.) (see Eq. (10)) and the second term in this equation
makes the function g(.) small.

@ Proximal gradient method, also called proximal gradient descent, uses Eq. (69) for
solving the composite problem (68). It was first proposed in 2013 [14] and also in [34] for
g = ||.]l1- It finds the optimal point by iteratively updating the solution as:

(k+1) (69)

x40 g min ( (8 — OV (9))B + g(w)

ol
277(")
) prox, o, (x9) — DT F(x))) (70)
=P ’H(k)g n )
until convergence, where r](k) is the step size which can be fixed or found by line-search.

@ In Eq. (68), minimize f(x) 4+ g(x), the function g(.) can be a regularization term such as
X

£ or 1 norm. In these cases, we use Lemmas 12 and 13 for calculating Eq. (70).
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Constrained First-order Optimization
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Projected gradient method

@ Projected gradient method, proposed in 2003 [35], also called gradient projection
method and projected gradient descent, considers g(x) to be the indicator function
I(x € 8) in problem (68), minimize f(x) + g(x).

X

@ This optimization problem is a constrained problem which can be restated to:
minimize  f(x) +I(x € S), (71)
X

because the indicator function becomes infinity if its condition is not satisfied.

@ Recall Eq. (70) in proximal gradient method:
x(k+1) = Prox, (o, (x(k) - n(k)Vf(x(k))).

According to this equation, the solution is updated as:

(70)
x(k+D) A proxn(k)H(Aes)(x(k) — n(k)Vf(x(k)))

63
@ g (x® — OTF(x0)). (72)

@ So, projected gradient method performs a step of gradient descent and then projects the
solution onto the set of constraint. This procedure is repeated until convergence of
solution.
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Projected gradient method

@ Although most often projected gradient method is used for Eq. (72), there are few other
variants of projected gradient methods such as the following proposed in 2004 [36]:

y® = Mg (x® — V£ (x1)), (73)
X0 . x(K) (0 (K) _ 5 (R)y (74)

where n(k) and ~(¥) are positive step sizes at iteration k.

@ In this alternating approach, we find an additional variable y by gradient descent followed
by projection and then update x to get close to the found y while staying close to the
previous solution by line-search.
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Projection onto the cone of orthogonal matrices
@ Singular Value Decomposition (SVD) decomposes the matrix X € X € RA1X% as:
X=UxzVvT,
where U € R1%% and V € R%2%% are the matrices of left and right singular vectors of
X, respectively.
@ Consider the constraint for projection onto the cone of orthogonal matrices, i.e.,

X T X = I. In this constraint, the constraint deals with the singular values of X, because:

PysvT — xTx=uzvTivzyT 2

(b)

uz2uT =

— UZU'U=U = UZ?=U = =1,

where (a) and (b) are because U and V are orthogonal matrices.

@ Therefore, the constraint X' X = | (i.e., projecting onto the cone of orthogonal matrices)
can be modeled by setting all singular values of X to one:

prox, ,(X) =Mp =UIVT, (75)

where | € R%%9% is a rectangular identity matrix and O denotes the cone of orthogonal
matrices.

@ If the constraint is scaled orthogonality, i.e. X T X = Al with X as the scale, the projection
is setting all singular values to A by UV T = AUIVT.
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Projection onto convex sets (POCS)

@ Assume we want to project a point onto the intersection of ¢ closed convex sets, i.e.,
c
ﬂj:1 S;.
@ We can model this by an optimization problem with a fake objective function:
minimize x e RY
* (76)
subjectto x € Sp,...,x € Se.

@ Projection Onto Convex Sets (POCS) solves this problem, similar to projected gradient
method, by projecting onto the sets one-by-one [37]:

XD =g (Ns, (... Ns (x0)...)), (77)
and repeating it until convergence.

@ Another similar method for solving problem (76) is the averaged projections which
updates the solution as:

1
x(k+1) = E(nsl(x(k))+...+|‘|Sc(x(k))), (78)
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