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Definition

Boosting is a meta algorithm which can be used with any model (classifier, regression,
etc).

For binary classification, for example, if we use boosting with a classifier even slightly
better than flipping a coin, we will have a strong classifier (we will explain the reason
later). Thus, we can say boosting makes the estimation or classification very strong. In
other words, boosting addresses the question whether a strong classifier can be obtained
from a set of weak classifiers [1, 2].
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Definition

The idea of boosting is to learn k models in a
hierarchy where every model gives more
attention (larger weight) to the instances
misclassified (or estimated very badly) by the
previous model.

Finally, the overall estimation or classification
is a weighted summation (average) of the k
estimations. For an instance x , we have:

f̂ (x) =
k∑

j=1

αj hj (x). (1)

If the model is classifier, we should probably
use sign function:

f̂ (x) = sign
( k∑

j=1

αjhj (x)
)
, (2)

which is equivalent to majority voting among
the trained classifiers.
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Definition
Different methods have been proposed for boosting, one of the most well-known ones is
AdaBoost (Adaptive Boosting) (1996) [3].

The algorithm of AdaBoost for binary classification is shown below.

In this algorithm, Lj is the cost function minimized in the j-th model hj , the I(.) is the
indicator function which is one and zero if its condition is and is not satisfied, respectively,
and wi is the weight associated to the i-th instance for weighting it as the input to the
next layer of boosting.

Note that the cost in AdaBoost is:

Lj =

∑n
i=1 wi I(yi ̸= hj (x i ))∑n

i=1 wi
, (3)

which makes sense because it gets larger if the observations of more instances are
estimated incorrectly.
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Definition

Here, we can have several cases which help us understand the interpretation of the
AdaBoost algorithm:

If an instance is correctly classified, the I(yi ̸= hj (x i )) is zero and thus the wi will be still
wi without any change. This makes sense because the correctly classified instance should
not gain a significant weight in the next layer of boosting.
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Definition

If an instance is misclassified, the I(yi ̸= hj (x i )) is one. In this case, we can have two
sub-cases:

▶ If the classifier which classified that instance was a bad classifier, its cost would be
like flipping a coin, i.e., Lj = 0.5. Therefore, we will have αj = log(1) = 0 and
again the wi will still be wi without any change. This makes sense because we
cannot trust the bad classifier whether the instance is correctly or incorrectly
classified and thus we should not make any decision based on that.

▶ If the classifier which classified that instance was a good classifier, then we have
Lj ̸= 0.5 and as we also have I(yi ̸= hj (x i )) = 1, the weight will change as
wi := wi exp(αj ). This also is intuitive because the previous model in the boosting
was a good classifier and we can trust it and that good classifier could not classify
the instance correctly. Therefore, we should notice that instance more in the next
model in the boosting hierarchy.
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Theory Based on Additive Models
Additive models [4] can be used to explain why boosting works [5, 6]. In an additive
model, we map the data as x 7→ ϕj (x), ∀j ∈ {1, . . . , k} and then add them using some
weights βj ’s:

ϕ(x) =
k∑

j=1

βj ϕj (x). (4)

A well-known example of the additive model is Radial Basis Function (RBF) neural
network (here with k hidden nodes) which uses Gaussian mappings [7, 8].

Now, consider a cost function for an instance as:

L(y , h(x)) := exp(−y h(x)), (5)

where y is the observation or label for x and h(x) is the model’s estimation of y . This
cost is intuitive because when the instance is misclassified, the signs of y and h(x) will be
different (so y h(x) < 0) and the cost will be large, while in case of correct classification,
the signs are similar (so y h(x) > 0) and the cost is small.

If we add up the cost over the n training instances, we have:

Lt(y , h(x)) :=
n∑

i=1

exp(−yi h(x i )), (6)

where Lt denotes the total cost.
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Theory Based on Additive Models
In Eq. (4), ϕ(x) =

∑k
j=1 βj ϕj (x), if we rename the mapping to h(x), which is the model

used in boosting, we will have:

h(x) =
k∑

j=1

βj hj (x). (7)

We can write this expression as a forward stage-wise additive model [5, 6] in which we
work with the models one by one where we add up the previously worked models:

fq−1(x) =
q−1∑
j=1

βj hj (x), (8)

fq(x) = fq−1(x) + βq hq(x), q ≤ k, (9)

where h(x) = fk (x).
Therefore, minimizing the cost, i.e., Eq. (6), Lt(y , h(x)) :=

∑n
i=1 exp(−yi h(x i )), for the

j-th model in the additive manner is:

min
βj ,hj

n∑
i=1

exp
(
− yi [fj−1(x i ) + βj hj (x i )]

)
= min

βj ,hj

n∑
i=1

exp(−yi fj−1(x i )) exp(−yi βj hj (x i )).
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Theory Based on Additive Models
We had:

min
βj ,hj

n∑
i=1

exp
(
− yi [fj−1(x i ) + βj hj (x i )]

)
= min

βj ,hj

n∑
i=1

exp(−yi fj−1(x i )) exp(−yi βj hj (x i )).

The first term is a constant with respect to βj and hj so we name it by wi :

wi := exp(−yi fj−1(x i )). (10)

Thus:

min
βj ,hj

n∑
i=1

wi exp(−yi βj hj (x i )).

As in binary AdaBoost, we have ±1 for yi and hj , we can say:

min
βj ,hj

exp(−βj )
n∑

i=1

wi I(yi = hj (x i )) + exp(βj )
n∑

i=1

wi I(yi ̸= hj (x i ))

(a)
= min

βj ,hj
exp(−βj )

n∑
i=1

wi − exp(−βj )
n∑

i=1

wi I(yi ̸= hj (x i )) + exp(βj )
n∑

i=1

wi I(yi ̸= hj (x i )),

where (a) is because:

n∑
i=1

wi I(yi = hj (x i )) =
n∑

i=1

wi −
n∑

i=1

wi I(yi ̸= hj (x i )).
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Theory Based on Additive Models
We had:

min
βj ,hj

exp(−βj )
n∑

i=1

wi − exp(−βj )
n∑

i=1

wi I(yi ̸= hj (x i )) + exp(βj )
n∑

i=1

wi I(yi ̸= hj (x i )).

For the sake of minimization, we take the derivative:

∂Lt

∂βj
= − exp(−βj )

n∑
i=1

wi + exp(−βj )
n∑

i=1

wi I(yi ̸= hj (x i ))

+ exp(βj )
n∑

i=1

wi I(yi ̸= hj (x i ))
set
= 0,

which gives:

=⇒ (exp(−βj ) + exp(βj ))×
∑n

i=1 wi I(yi ̸= hj (x i ))∑n
i=1 wi

= exp(−βj )

(3)
=⇒ (exp(−βj ) + exp(βj )) Lj = exp(−βj )

=⇒ Lj =
exp(−βj )

exp(−βj ) + exp(βj )
=⇒ exp(2βj ) =

1− Lj

Lj
=⇒ 2β = log(

1− Lj

Lj
)

(a)
=⇒ αj = 2βj , (11)

where (a) is because of the formula of αj in the Algorithm.
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Theory Based on Additive Models
According to Eqs. (8), (9), and (10),

fq−1(x) =
q−1∑
j=1

βj hj (x),

fq(x) = fq−1(x) + βq hq(x), q ≤ k,

wi := exp(−yi fj−1(x i )).

we have:

wi := wi exp(−yi βj hj (x i )). (12)

As we have yi hj (x i ) = ±1, we can say:

− yi hj (x i ) = 2 I(yi ̸= hj (x i ))− 1. (13)

According Eqs. (11), αj = 2βj , (12), and (13), we have:

wi := wi exp
(
αj I(yi ̸= h(x i ))

)
exp(−βj ), (14)

which is equivalent to the formula of wi in the Algorithm with a factor of exp(−βj ). This
factor does not have impact on whether the instance is correctly classified or not.
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Upper Bound on the Generalization Error of Boosting
There is an upper bound on the generalization error of boosting [9]. In binary boosting,

we have ±1 for yi and also the sign of f̂ (x i ) is important; therefore, yi f̂ (x i ) < 0 means
that we have error for estimating the i-th instance. Thus, for an error, we have:

yi f̂ (x i ) ≤ θ, (15)

for a θ > 0. Recall the Eq. (1):

f̂ (x) =
k∑

j=1

αj hj (x).

We can normalize this equation because the sign of it is important:

f̂ (x i ) =

∑k
j=1 αj hj (x i )∑k

j=1 αj

. (16)

According to Eqs. (15) and (16), we have:

yi f̂ (x i ) ≤ θ ⇐⇒ yi

k∑
j=1

αj hj (x i ) ≤ θ
k∑

j=1

αj

⇐⇒ −yi

k∑
j=1

αj hj (x i ) + θ
k∑

j=1

αj ≥ 0 ⇐⇒ exp
(
− yi

k∑
j=1

αj hj (x i ) + θ

k∑
j=1

αj

)
≥ 1.
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Upper Bound on the Generalization Error of Boosting
We found:

yi f̂ (x i ) ≤ θ ⇐⇒ exp
(
− yi

k∑
j=1

αj hj (x i ) + θ
k∑

j=1

αj

)
≥ 1.

Therefore, in terms of probability, we have:

P(yi f̂ (x i ) ≤ θ) = P
(
exp

(
− yi

k∑
j=1

αj hj (x i ) + θ
k∑

j=1

αj

)
≥ 1

)
. (17)

According to the Markov’s inequality which is (for a > 0 and a random variable X ):

P(X ≥ a) ≤
E(X )

a
, (18)

and Eq. (17), we have (take a = 1 and the exponential term as X in Markov’s inequality):

P(yi f̂ (x i ) ≤ θ) = P
(
exp

(
− yi

k∑
j=1

αj hj (x i ) + θ
k∑

j=1

αj

)
≥ 1

)
(18)

≤ E
(
exp

(
− yi

k∑
j=1

αj hj (x i ) + θ
k∑

j=1

αj

))
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Upper Bound on the Generalization Error of Boosting

Continuing:

P(yi f̂ (x i ) ≤ θ) = P
(
exp

(
− yi

k∑
j=1

αj hj (x i ) + θ
k∑

j=1

αj

)
≥ 1

)
(18)

≤ E
(
exp

(
− yi

k∑
j=1

αj hj (x i ) + θ
k∑

j=1

αj

))
(a)
= exp

(
θ

k∑
j=1

αj

)
E
(
exp

(
− yi

k∑
j=1

αj hj (x i )
))

(b)
=

1

n
exp

(
θ

k∑
j=1

αj

) n∑
i=1

exp
(
− yi

k∑
j=1

αj hj (x i )
)
, (19)

where (a) is because the expectation is with respect to the data, i.e., x i and yi and (b) is
according to the definition of expectation.
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Upper Bound on the Generalization Error of Boosting

Recall the formula of wi in the Algorithm:

w
(j+1)
i = w

(j)
i exp

(
αj I(yi ̸= hj (x i ))

)
,

where j denotes the iteration index. It can be restated as:

w
(j+1)
i = w

(j)
i exp

(
− yi αj hj (x i )

)
,

because yi = ±1 and hj (x i ) = ±1.

It is not harmful to AdaBoost if we use the normalized weights:

w
(j+1)
i =

w
(j)
i exp

(
− yi αj hj (x i )

)
zj

, (20)

where:

zj :=
n∑

i=1

w
(j)
i exp

(
− yi αj hj (x i )

)
. (21)
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Upper Bound on the Generalization Error of Boosting

We had:

w
(j+1)
i =

w
(j)
i exp

(
− yi αj hj (x i )

)
zj

,

Considering that w
(1)
i = 1/n, we can have recursive expression for the weights:

w
(k+1)
i =

w
(k)
i exp

(
− yi αk hk (x i )

)
zk

= w
(1)
i ×

1

zk × · · · × z1
× exp

(
− yi αk hk (x i )

)
× · · · × exp

(
− yi α1 h1(x i )

)
=

1

n
×

1∏k
j=1 zj

×
k∏

j=1

exp
(
− yi αj hj (x i )

)
=

1

n
×

1∏k
j=1 zj

× exp
(
− yi

k∑
j=1

αj hj (x i )
)

=⇒
1

n
exp

(
− yi

k∑
j=1

αj hj (x i )
)
=

( k∏
j=1

zj

) n∑
i=1

w
(k+1)
i . (22)
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Upper Bound on the Generalization Error of Boosting

We found (Eq. (22)):

1

n
exp

(
− yi

k∑
j=1

αj hj (x i )
)
=

( k∏
j=1

zj

) n∑
i=1

w
(k+1)
i .

We continue the Eq. (19):

P(yi f̂ (x i ) ≤ θ) ≤
1

n
exp

(
θ

k∑
j=1

αj

) n∑
i=1

exp
(
− yi

k∑
j=1

αj hj (x i )
)

(22)
= exp

(
θ

k∑
j=1

αj

) ( k∏
j=1

zj

) n∑
i=1

w
(k+1)
i .
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Upper Bound on the Generalization Error of Boosting
We found:

P(yi f̂ (x i ) ≤ θ) ≤ exp
(
θ

k∑
j=1

αj

) ( k∏
j=1

zj

) n∑
i=1

w
(k+1)
i .

According to Eqs. (20) and (21),

w
(j+1)
i =

w
(j)
i exp

(
− yi αj hj (x i )

)
zj

,

zj :=
n∑

i=1

w
(j)
i exp

(
− yi αj hj (x i )

)
,

we have:

n∑
i=1

w
(j+1)
i =

∑n
i=1 w

(j)
i exp

(
− yi αj hj (x i )

)∑n
i=1 w

(j)
i exp

(
− yi αj hj (x i )

) = 1.

Therefore:

∴ P(yi f̂ (x i ) ≤ θ) ≤ exp
(
θ

k∑
j=1

αj

) ( k∏
j=1

zj

)
. (23)
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Upper Bound on the Generalization Error of Boosting
On the other hand, according to Eq. (21), zj :=

∑n
i=1 w

(j)
i exp

(
− yi αj hj (x i )

)
, we have:

zj =
n∑

i=1

w
(j)
i exp

(
− yi αj hj (x i )

)
=

n∑
i=1

w
(j)
i exp(−αj ) I(yi = hj (x i )) +

n∑
i=1

w
(j)
i exp(αj ) I(yi ̸= hj (x i ))

= exp(−αj )
n∑

i=1

w
(j)
i I(yi = hj (x i )) + exp(αj )

n∑
i=1

w
(j)
i I(yi ̸= hj (x i )). (24)

Recall Eq. (20) for w j+1
i , i.e., w

(j+1)
i =

w
(j)
i exp

(
−yi αj hj (x i )

)
zj

. This is in the range [0, 1]

and its summation over error cases can be considered as the probability of error:

n∑
i=1

w
(j)
i I(yi ̸= hj (x i )) = P(yi ̸= hj (x i ))

(a)
= Lj , (25)

where (a) is because the Eq. (3), Lj =
∑n

i=1 wi I(yi ̸=hj (x i ))∑n
i=1 wi

, is the cost which is the

probability of error. Therefore, the Eq. (24) becomes:

zj = exp(−αj ) (1− Lj ) + exp(αj ) Lj .
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Upper Bound on the Generalization Error of Boosting

Recall the formula of αj in the Algorithm, i.e., αj = log(
1−Lj
Lj

). Scaling it is not harmful

to AdaBoost:

αj =
1

2
log(

1− Lj

Lj
). (26)

Therefore, we can have:

zj = exp(−αj ) (1− Lj ) + exp(αj ) Lj

= exp(−
1

2
log(

1− Lj

Lj
)) (1− Lj ) + exp(

1

2
log(

1− Lj

Lj
)) Lj

= exp(log(

√
Lj

1− Lj
)) (1− Lj ) + exp(log(

√
1− Lj

Lj
)) Lj

=

√
Lj

1− Lj
(1− Lj ) +

√
1− Lj

Lj
Lj =

√
Lj (1− Lj ) +

√
Lj (1− Lj )

=⇒ zj = 2
√

Lj (1− Lj ). (27)
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Upper Bound on the Generalization Error of Boosting
We found Eqs. (26), (27), and (23):

αj =
1

2
log(

1− Lj

Lj
), zj = 2

√
Lj (1− Lj ), P(yi f̂ (x i ) ≤ θ) ≤ exp

(
θ

k∑
j=1

αj

) ( k∏
j=1

zj

)
.

Plugging Eqs. (26) and (27) in Eq. (23) gives:

P(yi f̂ (x i ) ≤ θ) ≤ exp
(1
2
θ

k∑
j=1

log(
1− Lj

Lj
)
) (

2k
k∏

j=1

√
Lj (1− Lj )

)

= 2k exp
( k∑

j=1

log((
1− Lj

Lj
)θ/2)

) k∏
j=1

√
Lj (1− Lj )

= 2k
k∏

j=1

exp
(
log((

1− Lj

Lj
)θ/2)

) k∏
j=1

√
Lj (1− Lj )

= 2k
k∏

j=1

(
1− Lj

Lj
)θ/2

k∏
j=1

√
Lj (1− Lj ) = 2k

k∏
j=1

√
(
1− Lj

Lj
)θLj (1− Lj ),

which simplifies to the upper bound on the generalization error of AdaBoost [9]:

P
(
yi f̂ (x i ) ≤ θ

)
≤ 2k

k∏
j=1

√
L1−θ
j (1− Lj )1+θ. (28)
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Upper Bound on the Generalization Error of Boosting
We found the upper bound on the generalization error of AdaBoost [9]:

P
(
yi f̂ (x i ) ≤ θ

)
≤ 2k

k∏
j=1

√
L1−θ
j (1− Lj )1+θ,

where P
(
yi f̂ (x i ) ≤ θ

)
is the probability that the generalization (true) error for the i-th

instance is less than θ > 0.

According to Eq. (3), Lj =
∑n

i=1 wi I(yi ̸=hj (x i ))∑n
i=1 wi

, we have Lj ∈ [0, 1]. If we have:

Lj ≤ 0.5− ξ, (29)

where ξ ∈ (0, 0.5), the Eq. (28) becomes:

P
(
yi f̂ (x i ) ≤ θ

)
≤ 2k

k∏
j=1

√
L1−θ
j (1− Lj )1+θ =

k∏
j=1

2
√

L1−θ
j (1− Lj )1+θ

=
k∏

j=1

√
22L1−θ

j (1− Lj )1+θ =
k∏

j=1

√
21−θL1−θ

j 21+θ(1− Lj )1+θ

=
k∏

j=1

√
(2Lj )1−θ(2(1− Lj ))1+θ

(29)

≤
(√

(1− 2ξ)1−θ(1 + 2ξ)1+θ

)k

. (30)
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Upper Bound on the Generalization Error of Boosting
We found:

P
(
yi f̂ (x i ) ≤

(√
(1− 2ξ)1−θ(1 + 2ξ)1+θ

)k

,

which is a very good upper bound because if θ < ξ, we have√
(1− 2ξ)1−θ(1 + 2ξ)1+θ < 1; thus, the probability of error, P

(
yi f̂ (x i ) ≤ θ

)
, decreases

exponentially with k which is the number of models used in boosting.
This shows that boosting helps us reduce the generalization error and thus helps us avoid
overfitting. In other words, because of the bound on generalization error, boosting overfits
very hardly.
If ξ is a very small positive number, the Lj ≤ 0.5− ξ is a little smaller than 0.5, i.e.,
Lj ⪅ 0.5. As we are discussing binary classification in boosting, Lj = 0.5 means random
classification by flipping a coin. Therefore, for having the great bound of Eq. (30), having
weak base models (a little better than random decision) suffices. This shows the
effectiveness of boosting.
Note that a very small ξ means a very small θ because of θ < ξ; therefore, it means a very
small probability of error because of P

(
yi f̂ (x i ) ≤ θ

)
.

It is noteworthy that both boosting and bagging can be seen as ensemble learning [10]
(or majority voting) methods which use model averaging [11, 12] and are very effective in
learning theory.
Moreover, both boosting and bagging reduce the variance of estimation [13, 9], especially
for the models with high variance of estimation such as trees [14].
In the above, we analyzed boosting for binary classification. A similar discussion can be
done for multi-class classification in boosting and find an upper bound on the
generalization error (see the appendix in [9] for more details).
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Boosting as Maximum
Margin Classifier
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Boosting as Maximum Margin Classifier

In another perspective, the found upper bound for boosting shows that boosting can be
seen as a method to increase (maximize) the margins of training error which results in a
good generalization error [15]. This phenomenon is the base for the theory of Support
Vector Machines (SVM) [16, 17].

In the following, we analyze the analogy between maximum margin classifier (i.e., SVM)
and boosting [9]. In addition to [9], some more discussions exist for upper bound and
margin of boosting [18, 19] to which we refer the interested readers.

Assume we have training instances {(x i , yi )}ni=1 where yi ∈ {−1,+1} for binary
classification. The two classes may not be linearly separable. In order to handle this case,
we map the data to higher dimensional feature space using kernels [20, 21], hoping that
they become linearly separable in the feature space. Assume h(x) is a vector which
non-linearly maps data to the feature space. Considering α as the vector of optimization
variables, the optimization problem [22] in SVM is [17, 9]:

maximize
α

minimize
{(x i ,yi )}ni=1

yi (α
⊤h(x i ))

||α||2
. (31)

Note that yi = ±1 and α⊤h(x i ) ≷ 0; therefore, the sign of yi (α
⊤h(x i )) determines the

class of the i-th instance.
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Boosting as Maximum Margin Classifier
Eq. (31) was:

maximize
α

minimize
{(x i ,yi )}ni=1

yi (α
⊤h(x i ))

||α||2
.

On the other hand, the Eq. (16), f̂ (x i ) =
∑k

j=1 αj hj (x i )∑k
j=1 αj

, can be written in a vector form:

f̂ (x i ) =

∑k
j=1 αj hj (x i )∑k

j=1 αj

=
α⊤h(x i )

||α||1
, (32)

where h(x i ) = [h1(x i ), . . . , hk (x i )]
⊤ and α = [α1, . . . , αk ]

⊤. Note that here, h(x i ) = ±1

and αj is obtained from Eq. (26), αj =
1
2
log(

1−Lj
Lj

), or the formula of αj in the Algorithm.

The similarity between the Eq. (32) and the cost function in Eq. (31) shows that
boosting can be seen as maximizing the margin of classification resulting in a good
generalization error [9].

In other words, finding a linear combination in the high dimensional feature space having
a large margin between the training instances of the classes is performed in the two
methods.

Note that a slight difference is the type of norm which is interpretable because the
mapping to feature space in boosting is only to h(x i ) = ±1 while in SVM, it can be any
number where the sign is important. Therefore, ℓ1 and ℓ2 norms are suitable in boosting
and SVM, respectively [9].
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Boosting as Maximum Margin Classifier

Another connection between SVM (maximum margin classifier) and boosting is that some
of the training instances are found to be most important instances, called support vectors
[17]. In boosting, also, weighting the training instances can be seen as selecting some
informative models [23] which can be analogous to support vectors.
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